
Christiane Wendehorst, 
Co-Chair of the Data Ethics Commission (2018-2019)

The Commission‘s Proposal 
for an Artificial Intelligence Act

The Perspective of the German Data Ethics Commission



• Established in mid 2018 with the mission to develop, 
within one year, an ethical and regulatory framework 
for data, ADM and AI

• Co-chaired by Christiane Wendehorst and 
Christiane Woopen

• Opinion presented in Berlin 
on 23 October 2019

• Includes ethical guidelines and 
75 concrete recommendations for action 
regarding data and algorithmic systems

Data Ethics Commission
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Ethics of handling
personal data

Ethics of handling data in general
(including non-personal data)

Ethics of handling data and data-driven technologies
(including algorithmic systems, such as AI) 

Ethics of the digital transformation in general
(including issues such as the platform economy or the future of work)

Wider 
framework

Data-driven technologies
(such as AI)

Data

What is Data Ethics?



• ‘De-mystify’ the technology and do 
away with popular misconceptions that 
may be inspired by science fiction 
rather than by science

• Not useful to quarrel about the proper 
definition of ‘Artificial Intelligence’,

• Ethical and legal implications may 
follow more from the existence of an 
‘algorithmic system’ rather than on 
how the algorithms are created

AI vs Algorithmic System



Data perspective and 
algorithm perspective

• Two mutually dependent and 
overlapping discourses

• In part also reflected in different 
legal instruments

• Also recognisable from the German 
Federal Government's guiding 
questions

Data rights
and data

obligations

Requirements
for algorithmic

systems



Introduction

Ethical and legal principles

Technical foundations

Multi-level governance of complex data ecosystems

Data

Algorithmic systems

A European path



The Position of the German 
Data Ethics Commission on 

Algorithmic Systems



Algorithmic Systems



Algorithmic Systems

• AI only as a subset of algorithmic 
systems

• Differentiation of algorithm-based, 
-driven and -determined decisions 

• General requirements for algorithmic 
systems 



A risk-based regulatory framework

• „Criticality pyramid“: different levels
of potential for harm (risk)

• No need for any regulation with regard
to most algorithmic systems

• Ban on systems involving an 
unacceptable potential for harm



• Horizontal Regulation at 
EU level and sector
specific legislation at both
EU and national levels

A risk-based regulatory framework



Instruments

Depending on the level of criticality: 

• Labelling requirements, information duties, and duties to explain

• Risk assessment, documentation and logging

• Ensuring quality from a technical and mathematical-procedural perspective

• Ex-post control – licensing procedures – continuous audits up to ‘always on’ 
oversight via a live interface

• Individual protection even below the level of Article 22 GDPR

• Rethinking anti-discrimination law



Institutions

• Sectoral supervisory authorities should normally be in charge
(but be better equipped, and have advisory councils representing civil society
and a diverse range of players)

• Support to be provided by national centre of competence at federal
level

• Technical standards, co-regulation and self-regulation

• Algorithmic Accountability Codex

• Quality seals

• Contact persons in companies and government authorities

• Rights to file an action on the part of competitors and consumer organisations



Use of algorithmic systems by state bodies

• Particular sensitivity and enhanced criticality

• Different situation for law-making and dispensation of justice on the 
one hand and administration on the other

• Transparency and explainability requirements

• Ethical and legal limits to automated ‘total‘ enforcement



Liability for algorithmic systems

• Existing liability regimes need a ‘digital fitness check‘ and may have to be 
reconsidered

• No recognition of ‘electronic personhood‘

• Operators’ liability along the lines of vicarious liability of principals 
for their auxiliaries 



Comparing the AIA Proposal with
the Position of the German Data 

Ethics Commission
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Extremely broad and 
flexible definition of AI

Extremely broad and 
flexible definition of AI
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Risk-based approach



Safety Risks:

Death, personal injury, 
damage to property etc. 

caused by unsafe 
products & activities 

involving AI

Fundamental Rights Risks:

Discrimination, manipulation, 
exploitation, loss of control etc. 

caused by inappropriate 
decisions & exercise of power 

based on AI

‘Physical’ Dimension

Better healthcare, fewer traffic 
accidents, less emissions etc

thanks to better 
products & services 

involving AI

‘Social’ Dimension

Better decisions, more fairness, 
more free resources for human 

interaction etc thanks to 
outsourcing of decisions & 

activities to AI

Safety and fundamental rights risks
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Fundamental 
Rights Risks

Safety Risks
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Safety Risks
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Fundamental 
Rights Risks



Colours vs content
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 How is ‘risk’ defined? Does the AIA consider, to a sufficient extent, 
economic risks (e.g. exploitation and manipulation of consumers) and risks 
for the society at large, democracy, the environment, etc.?

 Who makes the risk assessment? Each provider or user, or the legislator? 
The legislator, and if so, to what extent is a ‘sectoral’ approach justified? 

 Who is in charge of conformity assessment? Where is third party 
conformity assessment justified?

 What are the individual rights of affected person? Explainabilty?

 ….?

Colours vs content
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Prohibited AI Practices
Should maybe 

‘discrimination’ also have 
been mentioned? And 

practices prohibited under 
other law?

Why restriction to ‘physical 
or psychological harm’? 
What about  economic 

decisions,  voting 
behaviour, …? Why only some group-

specific vulnerabilities? 
Is not exploitation of  very 
individual vulnerabilities at 

least as dangerous? 
And why the restriction to 
physical or psychological 

harm?
Is the restriction to 
‘public authorities’ 

adequate? What about 
gatekeeper services?
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Why the restriction to 
‘real time’ practices? 

And is law enforcement 
the only problematic 

purpose?

Use of real time remote 
biometric identification is 
not really ‘prohibited’ but 
rather heavily regulated  
and seems somewhat an 
alien element in Article 5

Prohibited AI Practices
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High-risk AI systems

Risk management system

Data and data governance

Technical documentation

Record-keeping (logging)

Transparency and provision of information to users

Accuracy, robustness and cybersecurity

Human oversight

Chapter II: Requirements for 
high-risk AI systems

Chapter III Obligations of 
providers and users

Chapters IV and V: Notifying 
authorities and bodies, standards, 
conformity assessment, 
certification, registration
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High-risk AI systems

No explainability requirements vis-à-
vis the affected party, only vis-à-vis 

the user (= business operator)

No substantive fairness requirements 
or rights of the affected party 
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High-risk AI systems

Third-party conformity assessment 
mandatory only for biometric 

techniques (and only under certain 
conditions)

Or where third party conformity 
assessment is required anyway under 

product safety law etc

Is this appropriate?



Christiane Wendehorst 32

Transparency-risk AI systems

Why are emotion 
recognition systems not 

included in Annex III?

Why are there no further 
restrictions on use of biometric 
categorisation (as contrasted 

with identification)?
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Summary

 Many points raised by the DEK have been taken into account and are 
generally reflected in the AIA (structure of regulation, broad notion of AI; 
risk-based approach, sectoral supervisory authorities & DPA in charge, …)

 However, upon closer inspection, the fact that the European Commission 
uses a similar ‘criticality pyramid’ with similar colours should not distract 
from the fact that there are very important differences (sectoral/horizontal 
approach, internal/third-party assessment, little focus on consumer rights 
and social implications of AI, no explainability requirements vis-à-vis the 
affected person, no individual rights or private enforcement, …)

 First reaction largely positive, but a lot remains to be discussed …  


